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SUMMARY:  

WP5 of the MIMOD project investigates the employment of mobile devices in ESS surveys. In particular, it 

explores fitness of ESS surveys for smartphones and it explores the utility of mobile device sensors to replace 

and/or supplement survey data. In deliverable 1 (Schouten et al. 2018) a set of fitness criteria was proposed 

and applied to four ESS surveys (EHIS, ICT, LFS, SILC). Two of the surveys, the ICT survey and the Labour 

Force Survey on the person level were suggested as potentially fit for smartphones with relatively modest 

revisions. Deliverable 2 consisted of questionnaires for the ICT and LFS, partially optimized for smartphones. 

In this deliverable 4, we describe and discuss the results of qualitative tests at CBS (the Netherlands) and SSB 

(Norway) into the fitness of these questionnaires. The tests considered both comprehension and usability. The 

main findings reflect on the fitness criteria dimensions screen size, touch navigation and duration. 

Detailed recommendations on questionnaire design for mobile devices are described in chapter 6. Next to 

these, we recommend two general topics for future discussion within the ESS: mobile device first questionnaire 

design and questionnaire length of ESS surveys. We view these topics as beyond the scope of the current WP, 

but they naturally arise from an assessment of fitness for mobile devices, in particular smartphones.  

We are advocates of a mobile device first questionnaire design, or, at the least, of a rigorous account of the 

mobile device option in questionnaire design. We have two main reasons for this. The first reason is that 

smartphones have become a dominant communication channel and cannot be ignored in design. The second 

reason is that issues with usability and comprehension on smartphones reveal the measurement error prone 

questions and question blocks. Such a viewpoint, however, has implications for ESS model questionnaires and 

ESS survey guidelines. Multi-device surveys introduce additional challenges for the questionnaire design.  

An obstacle that is often put forward to the introduction of smartphones is questionnaire length. As most ESS 

surveys are longer and, consequently, demanding when filling in on a smartphone, it is imperative to prevent 

‘speed’ and ‘stimulate’ a relaxed manner leading to better quality and less measurement error. A responsive 

design should facilitate the respondent filling in on a smartphone screen, however, most questions and answer 

texts are cognitively demanding due to their specific content or response task, as for example long reference 

periods. When reflecting on the fitness criteria and the experiences from the test interviews at CBS and SSB it 

is a harsh job to find a good modus in redesigning, i.e., responsive design and collecting valid and reliable 

data comparable over devices and modes (also interviewer based). This leads to a question for future 

discussion: Is it feasible to find possibilities to shorten/redesigning a ESS model questionnaire making it user 

friendly to fill in on a smartphone?  

We recommend that these topics are addressed in both general discussion on ESS procedures and in specific 

working groups for ESS surveys. 
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1. Introduction 
This deliverable is part of  WP5 of the MIMOD project, which is concerned with the use of mobile devices, in 

particular smartphones, for ESS surveys. This fourth WP5 deliverable explores the fitness of two surveys for 

smartphones based on qualitative tests with test persons at CBS and at SSB. 

 

At the start of MIMOD, in December 2017 and January 2018, a list of ESS social surveys to be investigated 

in the project was prepared. From it four surveys were selected: the European Health Interview Survey (EHIS), 

the ICT survey, the Labour Force Survey (LFS), and the European Survey on Income and Living Conditions 

(SILC). The ESS has other social surveys, but these are either subject of existing innovation projects/task 

forces (Household Budget Survey and Time Use Survey) or have a specific target population (Adult Education 

Survey). For the four selected surveys both ESTAT model questionnaires and/or guidelines and country-

specific implementations in Germany, Netherlands and Norway were collected for exploration. 

 

Deliverable 1 of WP5 proposes a set of evaluation criteria for smartphone fitness (Schouten et al. 2018). These 

criteria are linked to three dimensions: screen size, touch navigation and interview duration. The three 

dimensions are considered to be crucial in the assessment of fitness of questionnaires for smartphones. We 

must note, however, that many ESS countries are not (yet) using online questionnaires, so that an assessment 

can have two starting viewpoints. One viewpoint is an assessment of smartphone self-administered 

questionnaires   relative to an interviewer-assisted questionnaire and another viewpoint is an assessment 

relative to self-administered online questionnaires on traditional devices (desktops and laptops). In our 

evaluation, we focus on the second viewpoint, i.e. we devote relatively little attention to differences to surveys 

with interviewers. Obviously, the redesign to a smartphone questionnaire may be much more extensive for 

surveys that do not yet have a self-administered online implementation. This has to be kept in mind when 

reading this deliverable. WP4 of the MIMOD project focuses on mixed mode data collection in a broader 

perspective, including interviewer-administered modes. Deliverable 3 of WP4 of the MIMOD (Gravem & 

Berg 2019) explicitly discusses strategies for questionnaire development for both interviewer-administered 

modes and self-administered modes.  

 

The criteria have been evaluated for the four selected surveys. Deliverable 1 presents the scores as well as a 

discussion and recommendations. The LFS is a household survey, which can become quite long if data have 

to be collected on several household members. In the MIMOD survey on mixed-mode experiences and 

practices among ESS National Statistical Institutions (NSIs) (Gravem et al. 2018) the first wave of the LFS 

was not considered suitable for CAWI data collection by 20 out of 31 participating NSIs.Tthe fitness criteria 

have  been applied to both a household version and a person version of the LFS. The person version is much 

shorter than the household version and  is under consideration at CBS and SSB. SILC has a household 

component as well. The first wave of SILC is also considered not suitable for CAWI by a majority of NSIs 

(ibid). SILC however assumes one main reference person and cannot be shortened much by moving to a person 

version. In deliverable 1, we argue that the person LFS and the ICT survey may be made fit for smartphones 

with relatively little effort. However, even the effort to migrate ICT and LFS to a smartphone implementation 

must not be underestimated. In the remainder of the WP5work, these two surveys are selected as case studies. 

The LFS was already subject of research and pilots at CBS and SSB, and a smartphone option for the ICT 

survey is explored at SSB. As a consequence, the optimization of the questionnaires for smartphones could be 

combined with these running projects. Please note: with optimization we mean that the questionnaires have 

been profoundly adapted to facilitate smartphone friendly data collection. Optimization does not mean we have 

created the most optimal questionnaire for collecting data on these topics via a smartphone. Questionnaire 

development was limited by the data requirements and considerations regarding the comparability with other 

and previous data collections  (on other devices and via other modes).  
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In the next section, we revisit the relevant outcomes of deliverable 1. Section 3 describes the questionnaire 

designs for the questionnaires of the LFS and ICT as they are tested by CBS and SSB. This section will also 

discuss the specific choices made in adapting these questionnaires for smartphones. Section 4 describes the 

methodology and the findings of the tests conducted at SSB. Section 5 describes the methodology and findings 

of the tests conducted at CBS. Finally, in section 6, the findings are discussed and conclusions and 

recommendations based on all tests presented.  

 

2. Background 
In WP5 deliverable 1, the LFS and ICT were scored on 16 criteria. The results are given in tables 1 and 2, for 

the ICT and LFS, respectively. The ICT survey scores good on both the navigation and duration dimensions 

for the model questionnaire. The screen size dimension is problematic due to the large number of instructions, 

introductions and long questions/answers. The LFS turned out to be problematic on the screen size dimension; 

many questions require long texts. The navigation dimension is somewhat problematic due to open questions. 

The duration dimension is problematic for the household version of the LFS. On the person level, i.e. persons 

answering only questions that apply to themselves, the LFS may be doable. It must, however, be made clear 

that country-specific implementations of the LFS vary widely in length. A person level LFS following the 

model questionnaire/guidelines is doable in terms of duration. Surveys differ in their general enjoyment-

relevance-burden scores to respondents. For online surveys, response rates may vary from 15% to 45% with 

the exact same data collection strategy in terms of invitation and reminder letters, text messages or emails. 

Such large differences express the perceived enjoyment-relevance-burden ratio to the general population. For 

smartphones, surveys that score weaker are at larger risk. Table 3 shows the overall scores of the ICT and LFS 

on the three dimensions. See also WP 5 deliverable 1 for details (Schouten et al. 2018).  

Table 1: Score on fitness criteria for ICT 

Dimension Criterion Operationalization Scores  

 Model CBS DESTATIS SSB 

Screen 

size 

Introductions Number of items with 

introductions 

 

5 26 17 12 

Instructions Number of items with 

instructions included 

4 4 16 52 

Grids Number of grids 

 

1 23 0 0 

#Items per grid Average number of items 

per grid 

6 2 NA NA 

Question text Number of items with > 

20 words (excluding 

introduction text) 

13 39 26 50 

# answer cat’s Number of items with > 5 

answer categories 

7 13 10 0 

Answer text Number of items with > 

10 words in at least one 

category 

3 16 5 10 

Touch 

navigation 

Open question Number of open 

questions 

0 5 9 1 

Many answers Number of items with > 

25 answer categories 

0 0 0 No 



 

6 
 

Dimension Criterion Operationalization Scores  

 Model CBS DESTATIS SSB 

Duration # of items Total number of items 

 

39 140 611 110 

Av duration Average duration of 

survey per respondent 

NA 23 min NA 12 min 

Household Is survey a household 

survey? Yes/no 

No No No No 

Database Does survey require 

interaction with a 

database? Yes/no 

No No 2 No 

Cognitive 

burden 

Number of (anticipated) 

items that require 

calculations by an 

average respondent, i.e. 

are cognitively 

burdensome 

 

7 7 1 7 

Consultation Number of (anticipated) 

items that require 

consultation of personal 

documentation by an 

average respondent 

3 4 2 1 

Enj-Rel-Bur Response rate to 

traditional online devices 

NA 33.1% 

(web) 

36.9% 

(CATI) 

NA NA 

 

Table 2: Score on fitness criteria for model questionnaire LFS (2016) 

Dimension Criterion Scores 

 

Model 

 

SSB 

 

 

CBS 

Employee Unemployed Student 

Screen size Introductions 0 3 0 1 13 

Instructions 7 14 5 18 42 

Grids 0 0 0 0 1 

#Items per grid NA NA NA NA 10 

Question text 1 2 1 2 76 

# answer cat’s 18 1 4 3 41 

Answer text 14 1 0 0 4 

Touch 

navigation 

Open question 4 5 0 4 70 

Many answers 0 0 0 0 16 

Duration # of items 85 33 21 48 346 

Av duration NA NA NA NA 27 min 

Household Yes Yes Yes Yes Yes 

Database NA No No No Yes 

Cogntv burden 5 0 0 0 21 

Consultation 2 0 0 0 0 

Enj-Rel-Bur NA NA NA NA 22% (web) 

54% (overall) 

 

                                                           
1 DESTATIS also has 8 household items. These are currently not included in the assessment. 
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Table 3: Scores on the three dimensions screen size, navigation and duration for each survey. The LFS is also 

assessed for the person level. 

Survey Screen size Touch navigation Duration 

ICT    

LFS household    

LFS person    

 

 

3. Design of responsive questionnaires for the ICT and LFS  
For the two selected surveys, ICT and LFS, smartphone questionnaires were implemented, tested and piloted  

by CBS and SSB. Additionally (related to other projects), at CBS a household roster and a series of grid 

questions were developed and tested for multi-device data collection.  

Adapting a survey questionnaire for smartphones is more than implementing screen size responsiveness. It 

implies question rewording, revising the use of introductions, breaking up grids of questions, and potentially 

also shortening the survey as a whole. 

In the following two subsections, we give separate accounts of the questionnaires developed at CBS and SSB.  

3.1 SSB ICT survey  

Statics Norway tested a version of the ICT survey. This survey is currently CATI only and embedded in a 

national omnibus survey, but there are plans for conducting a CAWI pilot with the ICT survey as a standalone 

survey. The test questionnaire is not new, but based on the existing CATI questionnaire, which in its turn is 

closely based on the ESS model questionnaire. The design was responsive, with layout automatically adjusting 

to screen size on device (PC/tablets/smartphone).  

Some of the wording in the original CATI questionnaire was changed for the CAWI test questionnaire to adapt 

to self-completion, changing “the respondent” to “you” etc. Introductory texts were presented in larger, bold 

font, and questions in regular size bold fonts. Clarification and instructions for interviewers were slightly 

modified and presented in non-bold fonts, as seen in figure 3.1. Response options were presented vertically 

under each question. In addition to the substantial response options, “Don’t know” and “Do not wish to answer” 

was available on all questions in a grey font to distinguish them and keep the focus on the substantial response 

categories. 

The main change from the CATI version was that “mark all that applies” questions were converted into 

batteries of Yes/No questions. On mobile only one question was displayed per screen. In question batteries, 

the question stem and ending were in bold fonts for first question/screen. For the following questions in the 

battery the stem question was in non-bold, while the new sub question was in bold (see e.g. figure 4.2 question 

R2a) .  

In the responsive design for mobile, finger-friendly vertical buttons were used. When selected, a thicker black 

frame was added to the response option. When responding to a question with only one response option, 

respondents were automatically forwarded to the next question. On questions with possibly more than one 

answer, of which there was only a handful, the navigation buttons had to be used. If the test person chose 

“Don’t know” or “Do not wish to answer”, the navigation buttons had to be used regardless of whether one or 

more than one substantial response was allowed. 
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Figure 3.1. Mobile lay-out ICT test questionnaire (A1) 

 

 

The test questionnaire was created in Blaise 5 using smartphone style sheets developed at Statistics Netherlands 

and cross-platform (Android, iOS) application development. Although some parameters were adjustable, and 

the questionnaire was designed using Statistics Norway’s design principles, the functionality and layout is to 

a certain extent defined by what Blaise 5 allows for. Blaise 5 change requests must be directed at Statistics 

Netherlands. 

 

 

3.2 CBS LFS smartphone survey  

At CBS, we developed a new designed LFS questionnaire in an online design for an individual sample 

approach. This LFS questionnaire is under redesign due to a new (not final) regulation of input harmonisation 

for measuring employment and unemployment. This new LFS model questionnaire is designed with a 

responsive design meaning implementation of style sheets optimized for a smartphone developed at CBS and 

built in Blaise 5 for cross-platform (Android, iOS) application development. Several choices have been made 

in adapting the questionnaire for smartphones:  

In general, at CBS the design choice on smartphone is one single question on a screen. Maximum of two 

(interrelated) questions at one screen if necessary. The formulation of the question and answer question text is 

shortened as much as possible. Text like ‘next, some questions on’ or ‘the following question is about’  is 

skipped. Also, due to an individual approach, the proxy element in the question design like referring to a 

household member (e.g. asking about respondent’s mothers/fathers work) is left out from the question texts.  

In general minimum level of scrolling is allowed, meaning no horizontal scrolling and sometimes vertically 

scrolling as with the grid questions, see section 3.5. 
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As the number of answer categories and the content determines the screen size of the item. On smartphones, 

items may be split into multiple items by introducing a hierarchy in the answer categories.  

Instructions texts are limited and included on the same screen. No buttons with instruction texts or help 

function are used in the visual design. This is comparable with the original design of the LFS questionnaire at 

CBS, where in the designed stylesheets for online questionnaires used for household and person surveys, no 

clickable buttons for additional information or instructions are incorporated. Especially for a smartphone 

design, the drawback of these buttons is the chance that the instruction text overlaps the original question or 

answer text which is not user/respondent friendly and might also be a potential risk for measurement errors. 

Interaction with classification database: Survey items with many and diverse answer categories, e.g. 

occupation, educational level or type of economic activity, often employ interaction with a classification 

database positioned at the server of the survey institute. Such interaction requires internet traffic and for 

smartphones may slow down the interview speed. Such interaction with a database is not included in the CBS 

design of the LFS pilot questionnaire. For the question on occupation, in the LFS a smartphone layout is 

developed considering specific instructions to respondent who has to type text in an open text field and 

elaborate as much as possible on describing the name of occupation and working activities. In this LFS pilot a 

research goal is to see whether this yields the same quality of data as the PC internet questionnaire used to 

code occupations in the Netherlands and international with CASCOT. 

The household approach is not applied as this would make the duration longer as information is needed for 

each household member (directly or by proxy reporting) and this is not preferable for a smartphone 

questionnaire. For the LFS pilot the original household sample design switched to an individual sample 

approach. As this pilot covers the first wave of the LFS, in the second wave household information will be 

collected using the household roster. This was also designed and optimized for a smartphone and tested, see 

section 3.4.  

The LFS questionnaire developed and tested by CBS includes questions on (un)employment status, job search 

activities, occupation features and a new developed question on measurement of educational level. In case the 

respondent is employed, in this questionnaire the focus is on the main job’s features like working hours and 

occupation. In case of second (or more) jobs, questions are not included in this questionnaire for the first wave 

but in the second wave questionnaire and herewith deviates from length and number of questions of the original 

LFS questionnaire. Also other variables like questions on overwork and compensation for extra hours are not 

included for this wave. Consequently, the questionnaire is shortened as some questions are left out in this 

version for the first wave. This LFS questionnaire was fielded in a sample of the general population aged 15-

74 years as a pilot at CBS in November 2018. 

3.3 CBS household roster  

The household roster was developed for mixed mode data collection, including data collection on smartphones. 

The roster collects information on the features of the household composition and the interrelations between 

respondent and other household members. Also age and gender is collected. The original version was designed 

like a table lay-out and needed adaptation for smartphone in visual elements, like using more screens, i.e., 

splitting up elements and also adaptations with respect to the content (See Figure 3.2 and 3.3). Demographic 

and societal developments like numbers of people identifying themselves as gender neutral, people living with 

own and partner’s children together and households type like co-parenting initiated a redesign of the household 

roster.  
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Figure 3.2 Responsive design household roster question on household composition 

 

Explanation content screen: Question (in dark blue) asks which description fits best to the situation of the 

respondent. Instruction (in  italic light blue) to include stepchildren and foster children and to only include 

children  living the household most of the time. Answer options (on buttons): I live alone, I live with my 

partner, I live with my partner and child(ren), I am a single parent living with my child(ren), I live with my 

parents, Other.   

 

Figure 3.3: Original household roster question (longer answer question texts) 

 

Explanation: Question one asking about how many people in household. Question two, conditional on 

number of people in household, asks about household composition. Answer options presented here: Couple 

with children living at home, Couple with children living at home and others; Couple with others; Single 

parent with children living at home; Single parent with children living at home and others; Other household 

composition. In blue italic: instructions about excluding children not living at home and including step- and 

foster children.  
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This redesigned household roster was designed and built in Blaise 5 and tested for usability and 

comprehensibility. Some relevant findings with respect to fitness criteria are included in section 5. 

3.4 CBS grid questions 

The classic presentation of grid question as seen on paper and on the larger screens of PCs and tablets is not 

easily transferable to the smaller smartphone screens. CBS has developed and tested four possibilities for 

presenting grid questions on smartphones:  

1. Stem of the question and items on one scrollable page – stem not fixed – this was the option as 

implemented for CBS LFS smartphone version  (see figure 3.4).  

2. Stem fixed (i.e. always visible), all items on one scrollable page – scroll by respondent – see figure 

3.5 

3. Stem fixed, all items on one scrollable page  - autoscroll; looks the same as the option 2, but after 

selecting an answer the screen automatically scrolls to the next item. Unfortunately, due to technical 

problems the scrolling went so quickly it was hardly visible. For this test it was not possible to 

manipulate the speed of scrolling. 

4. Paging -  each item presented on a separate page, stem of question repeated on each screen (see 
figure 3.6). As with all questions, respondents can navigate back to previous items. 

These options were compared to the classic presentation of grids on a large screen, as for example shown in 

figure 3.7.  

The idea behind the first three grid-options is that it may be helpful for the response process if respondents can 

easily see their answers to the other items of the grid. This may also lead to a more comparable context as 

provided by the classic grid design on a large screen and hence reduce device effects.  The problem with option 

1 is that the stem of the question, which may contain crucial information, is not always visible when answering 

items. This may lead to respondents not using all information from the question stem (e.g. a reference period) 

when answering the question. Format 3, if implemented better, might be more user-friendly as it requires less 

scrolling. Format 4 is more consistent with the rest of the questionnaire and for that reason may be more user-

friendly. Please note: there are other promising ways of presenting grid questions on smartphones, for example 

the so called “carousel” format.  However, within the current technical possibilities and the time frame for this 

project, it was not possible to develop other options.  

In the CBS LFS developed and tested for this project, there is only one grid question, a question about ways 

to look for work. For the purpose of testing grid questions we added in our test a special “grid questionnaire”. 

For this questionnaire we selected a variety of grid items. Specifically, we included an item with a very long 

introduction (which forced us to put the introduction on a separate screen  prior to the question for smartphones) 

and two questions for which it was likely that respondents would anchor their answers relatively to answers 

given on previous items (two questions about how various actors relate to environmental issues). See table 4 

for an overview of all grid questions tested by CBS.  
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Figure 3.4: Scrollable version of LFS looking for work question for smartphone. 

                                       

Note: stem of question is not fixed, so not visible after scrolling. If an answer option is selected, the selected 

option turns blue and the related question gets a grey background. This grey background moves to the next 

selected question. 

 

Figure 3.5: Presentation of question on inclination to share info via internet on smartphone for both option 2 

(stemfix-scrolling by respondent) and option 3 (stemfix-autoscroll).On the left screen on opening, on the 

right screen after scrolling to last item in the list.  

                                         

Note: Question stem is always visible and separated from items by a thin blue line.  
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Figure 3.6: Presentation of same question as in figure 3.4 in paging design (first four items presented only). 

 

 

 

 

 

 

 

 

Figure 3.7: Classic grid presentation of LFS looking for work question for tablet and PC. 

 

Note: After opening this screen the first question has a grey background (which moves to the next line when 

an answer is activated on the next line)  
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Table 4: Overview of grid questions tested on multiple devices by CBS  

Grid Q nr Question content # of items Answer options 

1 LFS-looking for work 10 items yes/no/no answer 

2 Questions on various types of ICT use 8 items yes/no 

3 Question about inclination to share various types of 

info via the internet 

9 items I don’t mind/I only do 

this if I trust the other 

party/I only do this if I 

have to / I do not share 

this via the internet 

4 Question about using the cloud for various types of 

documents; long introduction text to explain cloud 

use 

6 items yes/no 

5 Statements about environment and environment 

policies 

5 items 5 point scale, fully 

labeled; completely 

disagree-completely 

agree 

6 Question about extent of being able to contribute to 

solving environment problems for various actors 

(industry, own household, agricultural sector, other 

households, government) 

5 items seven point scale, 

endpoints labeled 1-

not at all, 7-to very 

large extent, midpoints 

only numbered 2-6 

7 Question about extent of being willing to contribute 

to solving environment problems for various actors 

(industry, own household, agricultural sector, other 

households, government 

5 items seven point scale, 

endpoints labeled 1-

not at all, 7-to very 

large extent, midpoints 

only numbered 2-6. 
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4. Methodology and findings of the tests conducted at SSB 

4.1 Test design SSB 

We recruited eight test persons with a similar background in terms of age, 25-35 years. We chose this 

demographic group under the assumption that it is an age group that is comfortable with using smartphone and 

web for a variety of purposes. We did this to obtain more robust results, to avoid variations due to differences 

in familiarity with the technology. To further ensure such familiarity, the CAWI mobile tests were done on the 

respondents’ own devices to make the tests as realistic as possible for the test persons. The drawback of our 

approach is that the results of our tests cannot necessarily be assumed to be representative of the general 

population - particularly regarding age and education. However, many problems identified for test persons in 

this group will likely also be problematic for population groups that are less familiar with modern 

communication technology. 

Table 5a: Summary of subjects tested   

Subject 

ID 

Age  

(approximate) 

Gender Education* Device features/ 

Type of smart phone 

1 30 years Man High Large iPhone 

2 25 years Woman Medium Large iPhone 

3 27 years Woman High Medium Samsung, broken 

screen 

4 27 Years Woman High Small iPhone (SE) 

5 26 years Man High Medium Samsung 

6 30 years Man High Small iPhone (SE), broken 

screen 

7 25 years Man Medium  Medium iPhone 

8 25-30 years Woman High Large iPhone 

*Classification of education:  High education = Completed 3 years of higher education/university or more. Medium = 

Completed high school and Low = Completed basic level of education (10 years) 

 

For the future we suggest running similar tests for a broader spectre of respondent groups, particularly also 

less proficient smartphones users, to complement our obviously biased sample. 

 

Recruitment and incentives 

Two of the test persons were recruited from outside Statistics Norway, through adds placed on our Facebook 

page. They received a gift certificate to the value of € 30 as an incentive. The remaining six were recruited 

internally at Statistics Norway among new employees with no specific experience with questionnaires or 

usability. The internal participants did not receive any incentives. 

Test facilities, data security, and consent  

All the tests were done at the Test Lab facilities at Statistics Norway in Oslo. The tests were done using Tobii 

eye tracking equipment, to observe and record navigation and respondent’s behaviour in filling in the 

questionnaire. The observation gives input to evaluate usability and comprehensibility aspects, and to observe 

what the test person notices, does not notice and concentrates on in the questionnaire. Using the eye tracking 

equipment made the test situation to some extent rigid, as the respondents’ smartphones had to be placed in an 

unnatural contraption and the test persons were not free to turn their phones to achieve a landscape view etc. 

Also, it was more difficult to identify with the eye tracking what the test persons focused on the smaller 

screen/smartphones. 
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The recordings from Tobii eye tracking was anonymized to avoid identification of the test subjects. The data 

files were kept in a secure server with no access by outsiders outside the project. This includes electronic files 

containing information on interviewees. And files with analysis of tests were anonymized and stored separately 

from files with information on interviewees. All data files will be deleted three months after the project closes.    

Test persons’ consent to participation and recording was given aurally and recorded on videotape from test. 

The period when testing was conducted 

The tests took place in Oslo October 15th – November 2nd 2018. 

The level of experience of each interviewer 

We used three moderators for this project. All tests were conducted by senior staff with long experience as 

qualitative moderators with expertise in questionnaire design. The tests were observed and coded by the 

colleagues of the same moderator team, supplemented by one coder. The roles of the team members rotated 

through the project. 

Goals for testing 

We expected the tests to give us a greater insight into how the questions that were identified as poorly fit for 

mobile performed in practice, as well as how respondents managed and perceived usability/user friendliness 

in general and retrospectively assessed comprehensibility of terminology and task requested.  

Interview guide/test protocol 

In all the tests, we let the test person complete the questionnaire on their own smartphone and then conducted 

a retrospective review with them on what was perceived as easy and difficult during completion, as well as 

probing of certain questions to examine their cognitive comprehension of the questions. 

We tested the entire ICT survey as an input for WP5. All tests were done on smartphones of different sizes 

(not PCs or tablets) and survey link was tested in vertical position, not land scape, as the responsive design 

was intended for a vertical screen. 

We used the fitness criteria from deliverable 1 of WP5 to explore whether the respondents perceive them as 

difficult, satisficed, misunderstood or otherwise engaged in behaviour likely to result in measurement error or 

breakoff. On a question level, the relevant criteria (excluding survey-level criteria) was used to identify 

possibly particularly problematic questions. Table 5b is an attempt at adapting the typology to individual 

questions. 

Table 5b: WP5 fitness criteria adapted to single questions 

Dimension Criterion Operationalization 
Screen size Introductions Item with introduction 

Grid questions Grid question 

Number of items  

Question text Item with > 20 words (excluding introduction text) 

# answer cat’s Item with > 5 answer categories 

Answer text Items with > 10 words in at least one category 

Touch 

navigation 

Open question Open question 

Many answers Item with > 25 answer categories 

Duration # of items Duration of test 

Database Question with database interaction  

Complexity Item that required calculations by the respondent 
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We also used the Campanelli typology primarily intended for WP4 of MIMOD for identifying generally 

problematic questions. This typology of question characteristics relevant to measurement error was created for 

identifying questions where there is a high risk of measurement differences between modes, but it can also be 

used for identifying measurement risks connected with CAWI mode. 

Additionally, the cognitive interview touched on perceived enjoyment, relevance and burden of the whole 

questionnaire completion experience.  

Reporting and documentation 

All tests were taped and recorded. Based on the screenshots of each question/screen/ a reporting form was 

filled in using the survey questions and evaluation questions to describe issues on comprehensibility (i.e. 

findings, observations, remarks from interviewers and quotes from respondents). In a next step the issues were 

analysed to determine the underlying type of problems assigned with codes (based on Oksenberg, Canell and 

Kalton 1991): 

1) Comprehension; issues on comprehension of the response task, definitions and concepts 

2) Access; issues on access to relevant information, memory records, knowledge i.e., in the reference 

period.  

3) Process & report; issues on processing information as intended; issues on accuracy, calculation, 

guessing, sorting of information to match the response task/options, format/relevant/missing options. 

4) Context; issues on the influence of routing and preceding questions 

 

For issues on usability aspects, like problems with navigation, problems with functionalities, problems with 

open text fields etc., relevant codes were used. These are related to the type of device and possible risk of 

device effects.  

4.2 Key issues and findings SSB 

Fitness criteria 

Applying the fitness criteria to the country specific version for mobile in table 6 below, we see it contains 

many more items than the model questionnaire. It has a larger number of interviewer introductions and 

instructions visible to the respondents. There were many questions that violated the criteria in respect to length 

of question text, answer categories and text, but there were no open ends and none with more than three answer 

categories. 

Table 6: WP5 fitness criteria score for ICT on smartphones 

Dimension Criterion Scores 

Model SSB 

Screen size Introductions 5 12 

Instructions 4 52 

Grids 1 0 

#Items per grid 6 NA 

Question text (>20 words) 13 50 

# answer cat’s (>5 answer cat) 7 0 

Answer text (>10 words one cat) 3 10 

Touch 

Navigation 

Open questions 0 1 

Many answers (>25? answer cat) 0 NA 

Duration # of items 39 110 

 Database  NA No 

 Complexity No No 
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The country specific version is in clear violation of the fitness criteria. This was mostly due to a higher number 

of introductions and instructions, and the “mark all that applies” format that was converted to numerous 

Yes/No questions. This, however, was not unique to the mobile format: similar feedback also came from test 

persons who completed the PC and CATI versions of the question (for WP4 deliverable 3: Recommendations 

for questions and questionnaires).  

Test persons’ overall impression 

This group’s overall impression with the survey was good. The link performed well and the length (approx. 

12 minutes) was acceptable. In a few of the tests speed/loading time was not optimum and caused in a few 

cases confusion and possibly irritation.   

Long text and repetition 

Although the question text did fit the screen in almost all cases, the overall amount of text and repetition was 

perceived as burdensome by the test persons. A major finding was that the respondents had difficulties 

distinguishing new questions. This applied particularly to the sub questions in the long question batteries, but 

also questions with long introductions and instruction text. Several test persons noted the monotony of the task 

and perceived the questionnaire as repetitive. They said that they “looked for what was new” regardless of 

whether the repeated text was in bold or not, see figure 4.2a and b. One test person also commented on overall 

impression that the transitional introduction from one topic to another were awkward, as “there really wasn’t 

a change of topic” – it all had to do with ICT.  

Figure 4.2a. Hard to distinguish “what’s new” in question batteries with long sub question 

 

 

Vertical scrolling    

The overall usability was satisfactory, although some test persons with smaller iPhone models experienced 

minor problems. They had to scroll vertically on the most verbose questions to see all the response categories. 
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This happened in particular for questions with long intros like we see e.g. in the opening question A1, and/or 

questions with many answer categories like B1 about internet frequency, see figure 4.2c. Still, this did not lead 

to any measurement errors. However, in one case, a respondent did not see the “next” button and was not able 

to navigate to the next page, needing help from the moderator. We hope further development of screen 

adaptiveness will address this. In further studies we will test splitting the screen in introduction and question 

and reducing question and answer text/number of questions to reduce the need for scrolling. 

Figure 4.2b. Eyetracker shows focus on “what’s new” in R2b 

 

Figure 4.2c: Need for scrolling to show next-button on small screens 
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Loading time and automatic forwarding 

The loading time between pages varied between tests and lead to some navigation confusion, as some users 

tried to click on the “next” button before the automatic loading of the next page. In one case, a test person was 

unsure of whether this had led to the skipping of a question. 

Figure 4.2d: Selection of answers button shown with black, bold outline 

 

For the future we want to experiment with a stronger black outline around selected answer button to reduce 

uncertainty. The answer buttons could possibly also be a bit wider and more finger-friendly. Adding a short 

delay before automatic forwarding to the next page, just enough for the respondents to notify the stronger 

outline around the answer, should also be tested. 

Distinction between single vs. multiple response questions 

The fact that it was not easy to distinguish the few questions with more than one response option (multi) from 

the one option (single) questions in the mobile format led to some initial navigation confusion for three of the 

eight mobile version test persons. They picked one of the options, expecting to continue automatically to the 

next page. When this did not happen, they all believed they had not actually picked an option: the black frame 

around the option was not enough to make this clear (see example E1a in figure 4.2d above). After having 

unintentionally deselected the response, they re-selected the response category and clicked on the “Next” 

button to proceed. This confusion did not lead to measurement errors, but it is an annoyance we would like to 

find better design solutions for. 

The “Do not wish to answer” button was not used by any of the test persons. The “Don’t know” button was 

however used on several questions, notably of two types: questions with different technical terms, and the final 

element of long question batteries asking about “other” uses of/purchases through the Internet.  
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On question A2 on types of Internet connections used at home in figure 4.2g, three of eight test persons used 

“Don’t know” for one or both narrowband connection types (question c and d), due to unfamiliar and 

irrelevant terms that showed to be hard to separate. In the telephone interviews, three of six test persons 

responded “Don’t know” to the same questions, even though it was not offered as an explicit response 

option. Lower share of “Don’t know” indicates that data collection with visual stimuli is better assistance 

than aural for this question, but the level is still too high, indicating that the question is too complicated. In 

the retrospective interviews we learned that the terms used were too technical and old fashion and should 

have been updated. 

Figure 4.2e. Question design of single (D1) answer and multi (D3) “mark all that applies” response (in 

yellow) 
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Use of “Don’t know” and “Do not wish to answer” buttons 

 

Figure 4.2f:  Greying out design for “Don’t know” and “Do not wish to answer” button 

 

Figure 4.2g. Difficult terminology increases the number of “Don’t know” answers 
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On question D2 on “goods and services” bought or ordered over the internet in figure 4.2h, four of eight test 

persons responded “Don’t know” to D2o on “other” goods or services. Being the last of 14 different categories 

of goods and services, the response task of both remembering all the previous categories, among them several 

difficult and unintuitive ones, and then assessing whether anything else had been procured, is very complicated. 

Figure 4.2h: Use of “other” after long question batteries increases number of “Don’t know” answers 
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In the retrospective interviews, two of the test persons commented that she/he interpreted the greying out as 

indicating that we (Statistics Norway) would prefer that respondents did not use them. Two others were unsure 

of whether it was actually possible to select them, although one of them actually did. Another said that “after 

a while, I just noticed the [non-grey] response options, and kind of forgot about the two last ones.” This shows 

that the greying out design for “Don’t know” and “Do not wish to answer” achieves the same as the interviewer 

instruction “Do not read out answer” does for CATI and it is fair to assume it does not give measurement errors 

between the two data collection methods. 

Open ended question requiring a number     

In the ICT survey only D5 on amount spent on ordered goods and services was an open question to fill in 

amount spent in local currency. The test persons did not have any usability or navigation issues with this 

question, but the findings from the retrospective interviews showed cognitive issues we will address in the 

next section. 

4.3 Findings from the retrospective cognitive interviews SSB 

The ICT test questionnaire took on average 12 minutes to complete. The overall impression of the test persons 

was that survey length and the questions were OK. Still, as we already have mentioned under usability findings, 

the retrospective interviews also support that verbosity, long introductions and repetitions is burdensome for 

the respondents. Further, the retrospective cognitive interviews also show unclear terminology and recall as 

challenges that might lead to measurement error. 

In respect to comprehension and recall, the most problematic questions were types of internet connections 

(A2), internet activities (B5) and purchases of goods and services online (D2): 

A2 on types of internet connection   

On question A2 on types of internet connection used at home (see figure 4.2g above) all test persons struggled 

with the old-fashioned terminology, and we have already seen that this lead to a high level of “Don’t knows”. 

In the tests, six test persons responded that they used “Fixed broadband connections” at home. Additionally, 

two test persons answered that they used “Mobile broadband” at home. In the retrospective cognitive interview, 

a third test person was unsure of whether to select this option, and a fourth said that she used mobile broadband, 

but not at home. When the fixed broadband connection is temporarily unavailable, the mobile broadband will 

be used, mostly on smartphones, but not normally or regularly. 

Further; the split in four questions presented on four separate screens also adds to complicate the 

comprehension of the terminology for internet types and conditions for answer. For future revisions of the 

ICT survey we urge that terminology to be updated and to test a one screen question design solution.   

B5 on types internet activities   

In the retrospective cognitive interviews, one of the test persons commented that the three-month reference 

period could be problematic for activities that were rarely carried out. Many of the activities (all in all 13 

questions) were carried out daily and were no problem to respond to. Another test person commented that 

games would be downloaded for the children, and that it was unclear whether it had to be downloaded for own 

use or not. 

D2 on purchases of goods and services online 

Like B5, question D2 on purchases of goods and services online was also perceived by several respondents as 

repetitive and boring. The tests showed that many respondents were unsure of whether they had purchased 

“other” goods or services. This is due to lack of visual context and limited working memory, as it is difficult 

to remember purchase last 12 months for all the 14 categories, and then retrieve and process the information. 
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The findings showed that use of such a final “residual” items on these questions (e.g. question D2o “Did you 

buy any other goods or services [that would not fit in the previous 14 (!) categories]”, led to several test persons 

responding “Don’t know”. This was also the case for the parallel test on PC and CATI. It is clear that “other” 

is fruitless at the end of so many “goods and services” listed and should be avoided when possible. 

Unclear response categories may also add to cognitive challenges. One of the test persons commented that 

several of the categories were unclear and lumping different things together, e.g. TV subscriptions, pay-per-

view and different phone costs. She also said she sensed that the sequence should have been less random to 

help her answer. Another test person commented that the “other goods or services” category could be split in 

two, as she frequently bought cleaning services online. 

As mentioned under usability, repetitiveness of long battery questions of Yes/No is considered a monotonous 

task. It works well when it is not too many questions and the terminology used is clear and intuitive. For future 

revisions of the ICT questions, both B5 and D2 can have a reduced response burden by cutting down on the 

number of sub-questions and by testing whether a new internal sequence can improve comprehension. From 

the retrospective interviews, we will also suggest testing whether a 12-month period is the most suitable time 

period to account online purchases for. 

D5 (open end) on amount spent on ordered goods and services   

Several test persons stalled when asked to estimate how much they spent on buying or ordering goods or 

services online the last 3 months in local currency, in an open question requiring a number. From the 

retrospective interview we learned that this was hard to recall and calculate for test persons who had made 

many purchases. We also saw that it was hard to evaluate what to include and exclude from the calculation. 

Several test persons “forgot” to include tickets for bus/public transportation/parking, movies etc, as they did 

not without consideration/help see this as ordering goods or services or online shopping. As online payment 

and shopping is taking off, we need to consider testing the need to adjust this question and suitable recall period 

to fit the “terrain” we want to measure.    

 

5 Methodology and findings of the tests conducted at CBS 
 

5.1 Test methodology CBS 

CBS conducted tests evaluating questionnaires on smartphones, tablets and a laptop with 20 persons in 

November 2018, see Table 5.1.  Various methods and sources were used to recruit respondents: emails and (if 

a phone number was available) telephone calls to respondents who had applied to participate in a previous test 

but could not participate then, respondents who had participated in a test before and said they could be 

contacted again and a group of respondents to a regular CBS survey who said they could be contacted again. 

Also, flyers were distributed at three nearby supermarkets and at the employment agency.  Recruitment  aimed 

to get a variety in age, sex, educational level, both android and iOS devices, and, important for testing the 

various parts of the LFS, both self-employed, employed and looking for work.   

Previous to the test, respondents completed a short questionnaire in which they, among other things, stated the 

devices they used and the device they prefer for completing questionnaires. Based on this, respondents were 

prior to the test assigned to specific devices for various parts of the test. We only assigned respondents to 

devices familiar to them. We asked them to bring their own mobile devices to the test. In some cases CBS 

phones or tablets had to be used because the devices of the respondents were not available or not working 
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correctly (e.g. internet connection problems). For the PC version of the test a CBS laptop with a mouse was 

used. Respondents received a gift card of 40 euro’s for their participation.  

All test were conducted face to face at the building of CBS in Heerlen. Both observation and probing was used. 

A list of retrospective probes was prepared in the testing protocol, and interviewers also used spontaneous 

probes (both concurrent and retrospective).   

The test consisted of three parts: 1) household roster (to be completed on two devices) 2) the LFS (completed 

on one device) 3) Grid questions (a set of grid questions on various topics (ICT-usage, Cybersecurity, 

Environment) presented in a traditional format for PC/tablet or in three alternative formats for smartphones 

(stem fix and scrolling by respondent, stem fix with auto scroll and paging design). Interviews lasted about 1,5 

hours.  

In the test interviews we aimed to get greater insight into how respondents manage and navigate screens in 

various sizes and evaluate user friendliness of the design, i.e. the style sheets with respect to colours, use of 

buttons, scrolling, font size et cetera. Also, we aimed to get some indication whether there is a risk of device 

effects, that is, do we see device-related measurement errors.  

For questions on occupation and job activities we also explicitly evaluated if the instruction to elaborate and 

typing in text which contains specific features of the occupation and job activities, was understood and 

evaluated correctly. We tested two versions, different in type of formulation and instruction direction as well 

as including a fewer number of examples, i.e., shortened question text length and a different lay-out 

Next to usability, another aim was to asses comprehensibility. In the evaluation/debriefing interview 

afterwards, we checked whether respondents’ employment status and educational level can be distracted from 

their answers correctly. In the case of errors or misinterpretations, we explored if we could get specific input 

for question improvements and/or adaptations of texts. Also, we explored if any difficulties in the response 

process could be linked to visual aspects or usability, e.g. the lay-out of the presentation of question and answer 

texts, the order of questions or the interaction with the device.   

Four experienced methodologists conducted the interviews. All interviews were video recorded. Next to the 

video recording, for completion on the laptop a Camtasia recording was made, registering the screen and 

usually the voice and the face of the respondent (sometimes the webcam for filming the face was accidently 

switched of, frequently the Camtasia audio recording made with the laptop microphone was not working 

properly, in those cases we could use the recording made with the video camera). For completion on a mobile 

device, the screen and the hand of the respondents were filmed via MrTappy (device with webcam) and this 

film was recorded in Camtasia, again, usually with the face and voice of the respondent. All recording were 

made with written permission of the respondents. 

For each interview a summary report was written, according to a fixed template and using the recordings of 

the interview. All reports were merged in one Excel file. This allows comparing findings over topics and within 

respondents. The interviewers discussed the findings in several meetings. 

 

As can be seen in table 5.1, we tested the LFS 10 times on a smartphone, 5 times on a laptop and 5 times on a 

tablet.  
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Table  5.1: Characteristics of test respondents and devices 

Res

pnr 

Age Gender Main status: employed, unemployed, student, pensioner 

or other 

Educational level 

(low=ISCED 0-2; 

medium=ISCED 3-

4; high=ISCED 5-8) 

Device used 

for 

 testing LFS  

1 21 Male Student, currently working full-time paid internship and has 

side job 

High laptop (CBS) 

2 41 Female works as employee Medium smartphone  

Samsung 

Galaxy 6 edge  

3 49 Female working from an employment agency, lookig for work High Iphone 6S+ 

4 55 Male works 9hrs a week as employee, has income from social 

security (incapacitated) 

Low laptop (CBS) 

5 40 Male Incapacitated Low Samsung 

galaxy S7 

6 62 Male Incapacitated High  laptop (CBS) 

7 54 Male works as employee   Medium Samsung A5 

8 56 Female Unemployed High laptop (CBS) 

9 16 Female student, with small side job Low Iphone X 

10 46 Female self-employed Medium Iphone 6 

(CBS) 

11 50 Male works as employee   High Ipone XS 

12 53 Female Works as employee (a larger job and a small side job) and 

is looking for work 

Medium iPad 

13 52 Male Houseman Medium  iPad 

14 24 Female student with side job High Smartphone 

Sony X2  

15 39 Female housewife, looking for job, does volunteer work Low tablet Galaxy 

S2 

16 54 Female Unemployed Medium iPhone) 

17 23 Male just finished school, looking for work High laptop (CBS) 

18 24 Male works as employee Low smartphone 

Samsung 

Galaxy 

19 36 Male works as employee Low iPad (CBS) 

20 58 Male incapacitated, self-employed High iPhone  

 

As for the grid questions, the looking for work question was tested by eight respondents. These were 

respondents who either spontaneously came in the routing of looking for work as well as respondents who 

were currently working or incapacitated, but indicated in the interview they were looking for work or would 

be looking for work in the near future. As shown in table 5.2, two respondents completed the question on a 

laptop, two on a tablet and four on a smartphone. For the set of grid questions tested after the LFS, items 2 – 

7 almost all respondents completed at least one of the four options. Depending on the time available they 

also seriously completed or looked at and/or tried a few questions one or more other options. The order in 

which the respondents tried the options varied more or less. 

Table 5.2: number of respondents per type of grid test 

Grid questions  completed looked at/ tried a few 

questions 

Total 

 Laptop Tablet Smart-

phone 

Laptop Tablet Smart-

phone 

 

GQ1 (looking for work) 2 2 4 - - - 8 

GQ2-GQ7 (ICT & environment questions)        

classic grid 6 8 - 2 4 - 20 

stemfix-scroll by respondent - - 8 - - 9 17 

stemfix-autoscroll - - 4 - - 10 14 

Paging - - 7 - - 11 18 
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5.2 Findings tests CBS  

Here we present all relevant results and reflect on the fitness criteria issues from WP5. This is also linked to 

WP4 when it comes to mode/device issues in relation to comprehensibility as we tested in different devices, 

i.e., smartphone, tablet and PC/laptop.   

General findings 

Many respondents did not have any big problems filling in the LFS questionnaire on the smartphone. Several 

commented they found the questionnaire easily doable, but also made comments about specific usability 

aspects (e.g. typing in a text field) or made general comments about preferring to work on a larger screen 

and/or with a keyboard and mouse; “It is easier if you can use the keyboard instead of the little ones on your 

mobile phone”; “It is a bit more difficult because of the small screen, more afraid to make errors”, “Do not 

like filling in on the smartphone as you cannot type with two hands”.  

The test indicated a large number of issues that can be improved. Some of these have to do with the style sheets 

chosen for smartphones by CBS. The more general findings will be touched upon in the section screen size, as 

they may be informative for others as well. Other issues had to do with the actual contents of the questions and 

the interaction with usability features that may evoke or enforce issues. This in general is related to the context 

of questions, the navigation, and speed of filling in. We observed with the respondents in our test, a risk of 

making unintended mistakes by the way they navigate, use buttons,  or touch screen possibilities or the high 

speed of filling in. This might evoke  a risk for device specific measurement errors, especially in a smartphone 

design.  Also, the high amount of text with little space in the question and answer categories on a relative small 

screen is in general cognitively demanding for respondents (see also Nielsen & Budiu 2013). Finally, we found 

that the ease with which the questionnaire was filled out varied with the features of  respondent’s device. For 

example for a  Huwaei V20 phone we found that the questionnaire behaved strange when entering a birth date 

(from the test report: “The screen jumps up and down when entering the date. You don't know where you are 

when this happens. This is weird and not user friendly.”) On some of the smaller smartphones, the 

questionnaire did not perform to satisfaction (two phones with a 4 inch screen, iPhone 5S and iPhone SE could 

not correctly display the questionnaire). Some tablet respondents were not used (and in one case it seemed also 

technically not possible) to switch to landscape mode; the questionnaire did not display correctly on tablets in 

portrait mode. Finally, devices varied in loading time; a too long loading time can lead to errors as respondents 

re-select an option (thinking this had not been selected) and may accidently and sometimes without ever 

realizing it select something else. For example in one of our test reports of a respondent on smartphone: “R 

accidentally selected an answer to the first question because the finger that was used to start the survey (tap 

next button) was left on that place a little bit too long. It seems that because of the slow response she tapped 

that next button again, but in the meantime the page had loaded and she accidentally selected an  answer to the 

first survey question”.  

Dimension Screen size 

In all cases, the criteria evaluate the size of survey items on a screen and thus the overall visibility of the items 

and the need to scroll. Partial invisibility of survey items may lead to confusion, underreporting of particular 

answer categories and respondent fatigue. 

 

In general, at CBS the design choice on smartphone is one question on a screen and the question text is 

shortened as much as possible. The screen might look full or busy on a smartphone screen as the size and space 

is smaller, also with lesser amount of texts. In comparison with a tablet or laptop/pc screen size is broader and 

more suitable for and in general easier to collect response tasks and information.  

See figures 5.1a on the information of the welcome page  
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Figure 5.1a:  Welcome page LFS survey on tablet/laptop PC version 

 
 

 

 

Figure 5.1b: Welcome page LFS survey on smartphone 

 
 

 

The style sheets of CBS incudes for all devices a responsive design by Blaise 5 meaning touch navigation with 

touchscreen/big buttons for the entire answers categories (no need to click on the circle, possible to click on 

the complete space of the banner of answer category). Blue, italic text is used for instruction texts. Dark blue 

bold text for question text. Light grey shadows for the answer categories.  

See figure 5.1c below.  
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Figure 5.1c: Example of responsive design: lay-out and touch screen options 

 

 
 

 

General usability findings from testing at CBS: 

1. Several respondents confirmed by their comments and/or their behavior what is known from the 

literature: it takes more effort to read information from a small screen. The required effort to find 

relevant information is higher if this information is outside the viewable space. 

2. The colouring and font for questions was generally appreciated. However, several respondents 

indicated that slightly larger letters and more contrast would be better. The legibility of the text in the 

answer buttons was considered somewhat less. The italic, blue letters for the introduction text were 

often not read and considered more difficult to read (see also the more detailed discussion of this in  

findings on introduction/instructions below). 

3. For the touchscreen devices, and especially smartphones, we saw that selecting the correct answer 

options required more effort from respondents. This was partly caused by the fact that the touch 

targets in our questionnaires seemed too small and too close together. Respondents had to be very 

careful to select the right option. 

4. Possibly, the buttons for the answer options on the touch screen devices are also too broad. In some 

cases that posed problems in case of scrolling, as respondents then accidentally selected an answer. 

5. The ‘no answer’ button is too close to the substantial answer buttons. This increases the chance of 

erroneous answers. A visual distinction is needed here, more space.  

6. Some respondents expressed appreciation for the fact that there is mostly only one question per 

screen.  

7. Vertical scrolling is no problem for any respondent, even the ones with less experience using 

touchscreen devices, and all scroll spontaneously. Sometimes however, an answer is erroneously 

selected by scrolling.  

8. Although most respondents did not have problems with the dropdown choice for week / month in the 

LFS question on number of contract hours, it did not work as intended for all respondents. The 

chance of faulty answers is real. It might be better to offer the two answers as multiple choice.  See 

figure 5.2. 

9. It was not always clear for respondents that an open text field was active, they expected some visual; 

indication as for example a blinking  cursor to indicate that they could start typing.  

10. On the current CBS smartphone stylesheets there is no visual difference between “select all that 

apply” questions and single choice questions. This sometimes confused respondents.  

11. We noticed a few times how respondents on smartphones accidentally navigated in the questionnaire 

using the back button from the phone itself (the symbol ‘<’see red arrow in figure 5.3 below) instead 

of the back-button of the survey ‘vorige’ (blue arrow). This causes them to leave the questionnaire 

and having to login again.  

 

 

Touch 

screen 

answer 

category  
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Figure  5.2: Question on working hours and dropdown menu, average hours for week or month 

 
 

Figure 5.3:  Navigation issue: respondent use back arrow ‘<’  instead of back button ‘vorige’,  

 
  

 

Dropdown choice for 

week or for month  
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Figure 5.4a: Screenshot of  LFS question “In the 4 weeks ending last week, have you done anything to find 

work?”  Answer categories; Yes, No, Cannot say  

 

 

Criterion Item introductions/instructions 

Survey items may have an introduction text to explain terminology and conditions and to provide instructions 

to derive answers. Long introductions require more screen size. On smartphones introductions are often 

shortened, placed on a separate screen, hidden behind help buttons or avoided completely by changing wording 

of the questions. In the CBS LFS questionnaire the instruction is included under the question texts. By 

presenting this text between the question and the answer options we hope to improve the likelihood that 

respondents notice the text. See figures 5.4a and 5.4b for examples.  The instruction text is usually presented 

in italic, and in a different colour, light blue. This is for example in figure  5.4a, the instruction “This includes 

looking for a job of only a few hours or any activities to start a business”. Additionally, the reference period 

of four weeks is emphasized with underlining. In this design of the LFS questionnaire no additional instructions 

are included using clickable info buttons or the question mark as research pretends those are not used or read 

or on a smartphone covers the original question and answer texts.  Also the instruction text is the same for all 

the devices. The introduction text, as for example the first two lines in figure 5.4b, is given in the same letter 

font and colour with one white space between the question text. 

Figure 5.4b: Screenshot of  LFS question “In the week from Monday the [date] to Sunday the [date], have you 

done any work for pay or profit?” 
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Findings introductions/instructions 

 

1. In all devices, we found that respondents often did not read/notice the blue instruction texts. This 

seemed to be more often the case for respondents working on a smartphone. Partly not reading the 

instruction texts has to do with the operationalization, where the instruction has small light blue 

lettering. Many respondents indicated that the font just was not legible enough. This may be easily 

remedied. Partly, however, skipping the introduction also had to do with respondents’ feeling that the 

question was posed, they understood the question, and found that the answers provided sufficient 

context for their answer. As the question text was comprehensible in their opinion they switched right 

away to the answer buttons. As one respondent indicated: “I read the instructions if I have trouble 

finding the right answer”. We observed that the instruction to the open question on occupation and 

work contents was read by respondents. Although it is in italic and blue like the instructions with other 

survey questions in the LFS with these specific questions, there was no context to be claimed from the 

answers. As this instruction with the occupation question is quite long, and fills half of the screen (see 

figure 5.9 and  part describing finding open answer fields). That may also have improved visibility. 

2. In some cases, not reading the instruction lead to the wrong answers. If it is imperative that the 

instruction is read, it would be advisable to incorporate the instruction in the question text. As this LFS 

question together with the question on working hours is crucial to collect labour market data the risk 

of underestimation is quite high as the concept of last week can vary significant between respondents, 

as shown by research of Campanelli, Martin & Rothgeb (1991).  

3. Stressing words or phrases with an underline was not sufficiently clear. As seen in figure 5.4b, the line 

is too subtle. If the underlined phrase is just above the answer boxes, the problem is exacerbated.  

4. Even more care needs to be given to the need and placement of introductions. Some introductions can 

be suppressed, other introductions, especially if they introduce long questions or questions with may 

answers, could perhaps better be on a separate screen. We tested this in the grid question on cloud use 

and overall, respondents seem to (quickly) look at this introduction screen and did not comment 

negatively about a separate introduction screen.  

 

Criterion Grid questions  

Grid questions are a series of survey items with the same answering categories on a relatively similar topic. 

On larger screens they are presented as a whole and the labels of the answering categories are shown only 

once. Grid questions form a block of items that demand more screen size or a different type of navigation. See 

figure 5.5 for an example for smartphone in a non-responsive design. The presentation is not readable, and has 

a risk that if a respondent tries to zoom in, answer categories and text are not visible anymore. As described in 

section 3.5, we tested 4 options for grid designs for smartphones; a vertical scrolling version without stemfix 

(for the LFS looking for work question), stemfix vertical scrolling-by-respondents, stemfix autoscroll and 

paging.  
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Figure 5.5: Example of grid questions in non-responsive design 

 

 

 

Findings comparing grid options by respondents  

In the test, we explicitly discussed the four options as developed for grid questions 2-7 (the ICT and 

environment questions, see table 4). When comparing these options, nine respondents preferred the classic grid 

presentation (option 1); four respondents preferred fixed-stem scroll by respondent (option 2); one respondent 

preferred the fixed-stem autoscroll (option 3) and two respondents preferred the paging design (option 4). One 

respondent could not choose between option 1 and option 2, for three respondents the overall preference was 

not assessed. During the test we noticed that the stem-fix autoscroll option clearly confused and disturbed 

many respondents. This was understandable, as the scrolling went so quickly they did not understand 

immediately what happened. Many found this option really annoying.  The other options (the classic grid, stem 

not-fixed, the fixed-stem scrolling by respondent and the paging versions) all seemed to work rather intuitively.   

Reasons mentioned for preference for classic grid 2 

 The classic grid is clearer and better structured / more overview (7) 

 General preference for reading from / working on larger screen (3) 

 Good that you do not have to scroll (2) 

 Goes quicker that completing on phone (2) 

 Easier for comparing answers between items (1) 

                                                           
2 Note: one respondent may provide several reasons and may also provide input on several options. Reported are statements made by 

respondents when asked why they prefer a certain format over another. Later in the interview more respondents mentioned they 

prefer a larger screen over a small screen, but this point is only listed here for the respondents who explicitly mentioned this as a 

reason to prefer the classic grid.  
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 You have to read less than on the phone (1 –probably means that for the phone options the 

answer options are written out for each item). 

 Distinction between individual questions clearer than the phone options, not the feeling you 

are looking at the same question you just answered (1) 

 Classic grid is what you are used to, what you expect (1) 

 Prefer horizontal presentation of answer options (1) 

 In horizontal presentation easier to find midpoint than in vertical presentation (1) 

 Easier to select answer options (1 – comparing to autoscroll version on the phone). 

Reasons mentioned for preference for phone presentation over classic grid: 

 On the phone the question in clearer and better structured / more overview (3) 

 Easier to find midpoint on phone presentation (1). 

 On the phone you have to judge each item, you take it more seriously (1) 

Reasons mentioned for preference for stem-fix scrolling by respondent option over paging 

 Less “clicking” (2) 

 Clearer and better structured /more overview (1) 

 Easier to change answer (1) 

 Distinction between individual questions clearer, not the feeling you are looking at the same 

question you just answered (1) 

Reasons mentioned for preference stem-fix scroll by respondent option over stem-fix autoscroll 

 Prefer to control scrolling (3) 

Reasons mentioned for preference over stem-fix autoscroll over paging 

 Easier for comparing answers between items (1) 

Reasons mentioned for preference for paging 

 Easier to focus on one question at a time (2) 

Findings using information in question stem when answering questions 

In the test we found that several times respondents did not use all relevant information from the question text 

when answering the questions. This was for example the case where in discussing the answers with 

respondents, it turned out they had not used the stated reference period or had not used the instruction to only 

report private ICT use. These errors occurred in all versions tested. However, as described in the literature 

and as also observed in this test, the likelihood of respondents reading and when necessary rereading the 

question text is affected by the amount of effort it takes for them to see the text.  

Respondents typically focus their eyes and attention on the answer options. In the stemfix presentation and 

paging design for the phone, the question text is always close to these answer options.  In the classic grid 

presentation as implemented for this test, the question text is vertically rather far from the answer options 

(see for example figure 5.6 below). In the smartphone grid question in the LFS (the looking for work 

question) respondents would even have to scroll back to always be able to read the question text (see figure 

5.7 below).  
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Figure 5.6: Classic grid presentation of LFS looking for work question for tablet and PC.  

 

Findings ability to compare answers over items 

We observed for several respondents that they answered a specific item in relation to the other items. This 

was especially the case for the questions on how various actors would be able and willing to contribute to a 

better environment , for example:  “I think industry has more impact that my household”. Also for the 

sharing of information via the internet we saw and heard respondents comparing answers to other items. For 

the general statements about the environment some respondents also seemed to adjust their answers to a 

specific item based on another related statement  (for example “I think it is good the government wants to 

improve our environment, but it should not cost me anything” and “I am willing to pay extra taxes to 

improve the environment”).  As described above, some respondents also mentioned the ability to easily 

compare answers over items as a benefit of some of the tested options.  

Figure 5.7: Scrollable version of LFS looking for work question for smartphone 
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Findings ability to recognize a new question 

In all tested options it happened that respondents did not immediately see that a new question had appeared. 

This resulted in extra burden (confusion, going back to see if they had already answered a question) and 

occasionally in an error, as they thought they had not provided their answer yet and unintentionally answered 

the next question. For the classic grid this only happened for the two questions on being able and on being 

willing to do something for the environment. These questions were almost identical. For the presentation on 

the phone this mainly happened in the paging design (and also in the auto-scroll option but probably caused 

by the fact they did not see the scrolling happen).  

Criterion Question length 

Survey items with longer question text demand more space. On smartphones question text are shortened or 

scrolling is needed. In general, the question text is shortened as much as possible. However, as also described 

on the criterion on the screen size, a question with a shortened text might in combination with a high number 

of answer categories look also quite busy on a smartphone screen. This is related to aim to include crucial 

content in the question text of the instructions to get the same stimulus to each respondent independent of the 

device used. Also this is related to  needed  content of the survey questions and variables that are based on the 

Model Questionnaire of Eurostat.  

Criterion Number of answer categories 

The number of answer categories determines the required screen size of the item. On smartphones, items may 

be split into multiple items by introducing a hierarchy in the answer categories, thus avoiding scrolling, or 

require more scrolling.  

The question with the largest number of answering categories was the LFS question on attained education (16 

substantive categories, plus one ‘no answer’ category. Some of the answers were also long, with multiple 

names for certain levels of education in one button. See figure 5.8 for an example. 

Figure 5.8 Question on educational attainment on smartphone screen (scrolling design) 
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Findings 

1. The vertical scrolling is no problem, the test respondents used this easily. 

2. A number of respondents were confused and overwhelmed by the large number of answers, and 

indicated to have ‘just picked an answer’.   

3. Respondents mention that compared with the other questions, this question text itself, plus the 

introduction is long. The fact the all finished education should be selected, was not read by half of the 

respondents.  

4. Respondents overlooked their education. Also it was not clear and not noticed that they need to fill in 

all their educations they had finished with a degree 

5. Some abbreviations appeared not to be clear or known.  

6. It was not clear to several respondents that the last two options are single choice (whereas the other 

options are ‘select all that apply’). This combined with the fact that meaning of the last-but-one option 

(‘No education or only short education”) was not clear for everybody, caused several respondents to 

unintentionally deselect all previously selected options when choosing that option.  

 

Criterion Answer category length 

Survey items with longer answer category text demand more space. On smartphones answer category text are 

shortened or made smaller in order to avoid overly large buttons. See the example in figure 5.9. The third 

answer option “Working in the business owned by a partner or family member” has a lager answer category 

box due to answer question length.  

Figure 5.9: Screenshot of different answer category text. 
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Findings 

1. The size of the button on the longer answer is preferable to the smaller buttons, as larger buttons are 

easier to select. But we should be careful to use a larger button to use more text; more text on a button, 

especially when more than one line is used, seems to reduce the readability of the text.  

2. The context of the questions appeared to be very important. The question on the screen in Figure 5.9 

shows the question asking for the kind of work situation, answer categories; 1) working as an employee 

2) being self-employed, 3) working in business owned by family or partner and 4) other. One 

respondent needed the context of the follow up question to know if she had to answer that she was 

working as an employee or not. Eventually, she chose the last answer category ‘other’ (button ‘anders’)  

and subsequently, the next screen appeared (see Figure 5.10) with additional categories for the work 

situation like 1) working in a side job 2) being retired but work sometimes and 3) work with retention 

of benefit. Here, for this respondent the relevant category is included ‘working in a side job (in Dutch: 

bijbaantje) that reflects correctly respondents working situation ( respondent is a student with a side 

job for a couple of hours a week in the supermarket). In that particular case, putting the question on 

the same page would be advisable and maybe necessary.  

 

 

Figure 5.10: Follow up question on work situation additional categories 

 
 

 

Dimension Touch navigation 

In all cases, the touch navigation criteria evaluate the conflict between visibility on the screen and the 

simultaneous need to use the screen for navigation. Such navigation may lead to typing errors and respondent 

fatigue. In a smartphone optimized design, visual design features in the lay-out that aims to stimulate 

respondent in a user friendly way to fill in the questionnaire on a smartphone. However, due to a small screen 

and the touch screen options, there is a risk of unintended selections, resulting in switching to a next screen or 

clicking on non-applicable answers.  



 

40 
 

Criterion Open questions 

Open questions require typing in the answer. For smartphones, a keyboard will appear which may overlap with 

the survey item. Furthermore, the open question text box needs to be touched first.  

An example is presented in figure 5.10. Two questions on one screen with open text field to fill in name of 

occupation and profession. In the instruction (in blue) information of being specific and elaborating on the 

profession, so for example not methodologist, but survey methodologist. In this LFS pilot a research goal is 

to see whether this yields the same quality of data used to code occupations in the Netherlands and 

international CASCOT. 

 Two versions of this question were tested. All respondents with this question on the route first answered the 

question with a shorter instruction, see figure 5.11, upper part. They were subsequently shown the alternative 

with a longer instruction, see figure 5.12. Because of this set up and because of the small number of 

respondents, it could not be determined if a longer instruction would have led to more elaborate answers. Out 

of 16 respondents, 9 indicated that they preferred the longer instruction, because of the larger number of 

examples, but also because the table format is more easily legible than just text. 5 respondents indicated that 

they preferred the shorter version, as it was more compact, and already made sufficiently clear what the 

intention of the question was. The implication of using the longer version, is that the two questions on 

occupation and  work duties need to be on separate screens. A quantitative test should determine if the longer 

text also leads to more elaborate answers. Further results from the pilot are expected in the next months.  

Another important finding with these questions is that the open answering field should be larger to invite 

elaborate answers. For some respondents it was not clear they could type more text than the size of the 

answer box. Other respondents took the size of the box as an indication of the number of words that was 

desired for answering this question. 

Figure 5.11: Version 1 Screenshots of open questions asking for occupation name and working activities on 

one screen 
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The lay-out of figure 5.12 is an alternative visual design that has a more elaborated instruction on giving a 

description of the occupation and is visually more structured. This version was  included in the usability testing. 

Also, the questions on occupation and working activities are divided over two screens instead of a combination 

of two  

Figure 5.12: Version 2; Question on occupation with elaborated version of instruct text and visual more 

structured. 

 

Findings 

1. An important results of the test was that almost all respondents mention that the box for texting an answer 

was too small. Respondents are not invited to use a lot of text.  In the pilot LFS this is evaluated in the 

field whether there is a risk of device effects using smartphone in measurements of occupational status.  

2. Also we observed that the keyboard covers the answering field and the help instruction text. 

3. For some respondents, typing the open answers on the smartphone was a struggle. These respondents 

would most probably not have chosen to do a survey on smartphone, however.  

4. The version in figure 5.12 got more preference form the test respondents; “it is more elaborate, more clear 

as more examples are given”. But it requires more scrolling, and do you choose for clear communication 

that supports the definition of the response task or choose for compacter formulating reading in a sentence 

at once with clear usability that the survey is easier to fill in?”. 

5. For the household roster questions tested, we found that typing in a birthdate was very challenging for 

respondents, especially on the touchscreen devices. This was caused by several implementation decisions, 

such as forcing respondents to provide dates in one field not helping them to provide the correct format, 

asking them to use the “-“ sign and an error message that was not very informative. However, a general 
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finding seems to be that it is demanding for some respondents if they have to use a keyboard on touchscreen 

devices to enter numbers and especially specific  symbols such as “-“ that respondents do not regularly 

use and may not even be accessible easily on their keyboards (i.e. they should switch to another keyboard 

to be able to use the required sign). 

 

Figure 5.13: Household roster screen question on birth date format date-month-year   

 

 

Criterion Items with many answer categories 

An often applied solution to survey items with many answer categories is the drop-down box which requires 

scrolling to search the right answer. Such scrolling can be (partly) avoided by typing in the first letters of the 

answer (auto-complete). For smartphones, such solutions  demand for navigation on the touch screen which 

can be cumbersome. 

In the version of the LFS tested there were no drop down boxes with many answer categories included.  

Duration, Relevance and Burden and device 

Enjoyment-relevance-burden: Surveys differ in their general enjoyment-relevance-burden scores to 

respondents. For online surveys, response rates may vary from 15% to 45% with the exact same data collection 

strategy in terms of invitation and reminder letters, text messages or emails. Such large differences express the 

perceived enjoyment-relevance-burden ratio to the general population. For smartphones, surveys that score 

weaker are at larger risk. 
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Effort needed to read and answer survey questions 

Several respondents confirmed what is known from the literature: it takes more effort to read information from 

a small screen. Crucial instructions such as a reference period or ‘only include private internet use’ seem to  be 

read and applied less by respondents using smaller screens. The required effort to find relevant information is 

higher if this information is outside the viewable space. 

In the test we saw serval examples of how respondents used answers provided on previous items to decide on 

an answer (especially in a set of questions on how well various actors were willing and able to contribute to 

solving environmental issues). How accessible previously answered questions are depends on the size of the 

screen and the implemented layout.  

We saw for most respondents, even for younger ones, that touchscreen devices and especially smartphones 

seem to require more effort from respondents. This was partly caused by the fact that the touch targets in our 

questionnaires were too small. Respondents had to be very careful to select the right option. 

Contrary to the above, the  classic grid question as presented on the large screen of tablets and PCs/Laptops 

seemed more demanding for some respondents than the presentation we tested for the smartphone. 

Understanding a grid and selecting an answer on the correct place is quite challenging for some respondents. 

Also, depending on the actual implementation of a questionnaire, the usability of certain aspects on the large 

screen may be worse than on the small screen. In our tested questionnaires the text lines seemed to too wide 

for comfortable reading (respondents had to move their head horizontally to read), the vertical distance 

between stem and item was very large in some grid questions Also, on the large screen, the navigation buttons 

were too much to the left – too far away from where the mouse and the eyes are when moving to the next 

button. 

Clarity of response task  

On the smartphone it was not always clear if it was check all that apply or a single answer format, this creates 

additional burden and more risk of reporting error.  

Table 5.3:  Response, device us and break off LFS pilot 2018 

  Break off Response        overall 36,9% 

Log in  Break off  

Device                   %                                     % 

Smartphone 716 49 6,8                        667                    20  
Tablet 558 36 6,5                        522                    16  
Other device 16 1 1                         15                       1  
PC 2215 96 4,3                       2119                   63  
   3050               182                        3323  
     

 

With respect to burden, and relevance, in our test respondents in general seemed to fill in the LFS rather easily 

and said questionnaire was OK for them, especially for those with a general employed situation. For people 

without work or others situations like combining one or two jobs some questions where cognitively more 

burdensome. Also, for non-working respondents the line of questioning may convey that they should be 

working and should explain why they are not – in at least two instances.  

In 2018, CBS conducted a pilot with the LFS persons household and the questionnaire as tested for WP5. As 

in table 5.3, the overall response on the LFS was 36,9% from which mobile devices responded for 36% 
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(smartphone 20 % and tablet 16%).The average duration times was 6,5 minutes. The average break off was  

5,9% (see Bakker & Robberts 2018). 

 

6 Conclusions and recommendations   

We performed tests on two surveys, the ICT and LFS. We briefly summarize findings, provide a list of 

recommendations per fitness dimension, list possible design actions, and end with a look ahead. 

6.1 Summary of tests 

The ICT test questionnaire, optimised for smartphones, performed satisfactorily on mobile for the test group 

at SSB. This group was young adults, in general higher educated and they expressed that mobile was their 

preferred device to use. SSB did not directly test preferred device, but several test persons stated that they in a 

regular situation would try to open survey links on their mobile first. (The reason for this could be that standard 

data collection procedures for SSB and other data collectors in Norway is to send text messages with direct 

survey links. Password or 2 step authentication solution is most commonly used with code sent by SMS to 

mobile as well. This set up makes mobile the most convenient device to use, and SSB has seen a mobile device 

completion as high as 80 % on some surveys.) With the high mobile penetration in Norway, it is fair to assume 

that this will be the general inclination in large parts of the population. Further, the tests showed that speed, 

navigation and usability is expected to function without problems and delay. The expectation of flawless 

technology increases with development. What was acceptable in terms of loading time, usability etc. five years 

ago no longer is, and we need to meet these expectations. We have learned from the tests that there are several 

measures that can be taken to reduce response burden and increase relevance for the respondents. For future 

revisions of the ICT survey we urge that terminology to be updated, to think “mobile first” and to design a one 

screen question solution. For the future we suggest running similar tests for a broader spectre of respondent 

groups, particularly also less proficient smartphones users. 

The smartphone-optimised LFS questionnaire was tested at CBS with test respondents with different 

characteristics according to age, gender, education and employment status. For most respondents the 

questionnaire performed good and test respondents in general could easily fill in the LFS questionnaire, 

especially those with a general employed situation. Observation shows that even for younger ones, touchscreen 

devices and especially smartphones seem to require more effort from respondents. This was observed in the 

usability test of the LFS questionnaire, but also in the related tests of the household roster and grid questions. 

The observations also confirmed what is known from the literature: it takes more effort to read information 

from a small screen. Crucial instructions such as a reference period seem to be read and applied less by 

respondents using smaller screens. The required effort to find relevant information is higher if this information 

is outside the viewable space. 

6.2 Recommendations mobile device questionnaire design  

Based on existing literature (e.g. Antoun et al. 2017a, 2017b; Bakker, 2018; Nielsen & Budiu 2013) and based 

on evaluations of the fitness criteria using results from the usability tests, we make a number of 

recommendations for each dimension: screen size, touch navigation and duration. In addition, we make a 

number of more general recommendation not necessarily related to mobile devices. Some recommendations 

are repeated as they apply to more than one design aspects. 
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Recommendations dimension Screen size 

Introductions and instructions: 

1. Carefully consider if and which types of different font should be used.  The font differentiations used in 

our test did not perform well. Possibly instructions texts should be included in the same font, not bold 

and not italic and same colours as the question text. 

2. Reduce long texts in introductions and instructions. 

3. Consider to  rephrase very important instruction in the form of a question   

Grids & #items per grid: 

4. Main recommendations for grid questions 

a) For the smartphone: the best of the tested options seems the fixed-stem scroll by respondent option 

as it: 

 improves likelihood respondents read relevant question text 

 facilitates comparing answers over items 

 for comparing answers over items / consistency between items: all items scrollable on one 

page probably decreases device effects when combining classic grids for larger devices and 

phones  

 fixed-stem and autoscroll may work if implemented in a way respondents immediately see 

what happens  

b) To improve the likelihood that respondents use relevant information in the question and to prevent 

device effects, it is recommended to also redesign the classic grid question for larger screens. This 

should probably be done in a way that a) the question stem is very close to the answer options and b) 

the answer options are directly below the item (and not presented as headers of columns as in the 

classic matrix presentation) c) it is easy to see answers on previous items.  

c) For all presentations of questions that are very similar (overlap in wording and same answer options) 

make it easier for respondents to see that a new question has appeared.  This can be done by 

numbering (using for example item 3/6 when presenting items of one grid) and visual presentation 

(using colors/font to highlight differences, animation of changing of screen).  

d) Limit the number of sub questions in questions batteries and make sub questions visually distinct 

using numbers, letters. 

Question text 

5. Reduce long texts in questions. 

6. Avoiding repeating text from screen to screen especially when it is a lot of text.  

7. Limit the number of sub questions in questions batteries and make sub questions visually distinct using 

numbers, letters.     

#answer categories 

8. Reduce number of answer categories, for example by combining options or by hierarchical displaying. 

Answer text 

9. Reduce long texts in answer categories and avoid repetition of question text. 

Recommendations dimension Touch navigation 

10. Develop responsive questionnaires that also work well on smaller / older phones and test it. 

11. Develop responsive questionnaires that also work in portrait for tablets and test it.  
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12. Avoid horizontal scrolling.  

13. Avoid vertical scrolling in combination with auto forward, as for questions with many answer options 

this may led to a situation in which the respondent does not see all answer options. 

14. Develop questionnaires that also work well on smaller / older phones. 

15. Develop questionnaires that also work in portrait for tablets.  

16. Make sure font size is large enough to read easily. . Antoun et al. (2017b) refer to industry guidelines 

recommending  font size (17-18 pixels (4,8 mm high).  

17. Make sure touch targets can be easily selected. Antoun et al. (2017b) refer to industry guidelins 

recommending a size of touch targets of about 8 mm in length and width. 

18. Make sure there is enough space between touch targets as used in general guidelines.  

19. Utilize design and navigation to avoid confusion about which answer is selected.  

20. Check for consistency in visual language (e.g. alignment) and effects in the design for various devices.   

Open question 

21. Visible lay-out of open text fields on a smartphone should support and motivate the respondent to filling 

in more text (display the maximum number of words in the text window). 

22. Open text fields should be big and marked with a cursor and keyboard function.  

Many answer  

23. Reduce number of answer categories, for example by combining options or by hierarchical displaying.  

24. Avoid repeating text from screen to screen especially when it is a lot of text.  

25. Limit the number of sub questions in questions batteries and make sub questions visually distinct using 

numbers, letters.     

26. Use design that distinguishes between single and multi-answer questions. Further research is needed for 

this, possibly the use of bullets and checkboxes may help to visualize the difference 

27. Avoid using “other, please specify” after long questions batteries with numerous categories  

Recommendations dimension Duration  

28. Prevent lengthy questionnaires especially for the smartphone.  

29. Avoid repeating text from screen to screen especially when it is a lot of text.  

30. Potential options for the use of visual design features like icons and pictograms should be researched and 

tested how to increase motivation, ease the response task and decrease burden on a smart phone.   

Some findings in the usability testing of the LFS and ICT and evaluation of other ESS surveys gave input to 

recommendations about the content of the measurement of variables. As in some cases these findings were 

device specific. Device specific measurement problems may arise when there is interference between the 

response task, the burden and visual lay-out and touch navigation aspects that may introduce a potential risk 

for measurement error.  For example, the vertical distance between an instruction text and the answer options 

may be different for large screens and small screens, leading to different costs for the respondent to process 

that instruction. Testing and monitoring can help to attend device and mode specific measurement  risks. 

Additional general recommendations  

31. Avoid long recall periods and attempt to make such period appropriate for what you need information 

about . 

32. Avoid using “other, please specify” after long questions batteries with numerous categories as the 

overview is missed.  

33. Collect paradata to monitor device use to allow for analyses of possible device effects. 
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34. Conduct usability pre-testing on all devices/browsers to monitor risk of possible device effects.  

35. Use relevant, intuitive and understandable terminology to prevent device but also mode effects as 

explanation from interviewers is lacking.  

 

 

6.3 Possible design actions to improve mobile device fitness 

In line with the recommendations of section 6.2, we list possible design actions per dimension and fitness 

criterion. 

 

Table 6.1: Possible design actions for the fitness criteria  

Dimension Criterion Design options 

Screen 

size 

Introductions  Limit amount of and text length of instruction and introduction text  

 Position introductions on separate pages with separate back-forward buttons 

 Include shortened instruction that is crucial in the question text 

 Make introductory information that is not essential for all respondents 

available behind expandable links that indicate which information may be 

found behind it. 

Grid questions  Fix the stem of the questions and either allow for swiping between items on 

multiple pages horizontally or collapsing items vertically 

 Allow for scrolling vertically (but avoiding horizontal scrolling) 

 Use numbers, letters or visual features to distinguish between the different 

items 

 More research testing and developments are needed for choices of most device 

friendly design 

Question text  Shorten question texts 

 Make clarifying information that is not essential for all respondents available 

behind expandable links that indicate which information may be found behind 

it (further testing needed) 

# answer cat’s  Reduce number of categories 

 Split into multiple questions, possibly hierarchically 

Answer text  Shorten answer texts and avoid repetition from question text 

 Make clarifying information that is not essential for all respondents available 

behind expandable links that indicate which information may be found behind 

it (further testing needed) 

Touch 

navigation 

Open question  Attempt to replace open questions by closed questions 

 Position open questions on separate pages 

 Choose a visual design with an open text field with enough space where 

respondents see all the words or the last complete lines what they are typing 

in 

 Introduce visualization to indicate completeness/richness of answer data with 

for instance colours, red, orange, green or indicate a maximum number of 

words 

Many answers  Use auto-search or auto-fill 

 Split into multiple questions, possibly hierarchically 

 Remove response categories that are very rarely used, and add an “Other” 

option.  

 Use numbers or letters to distinguish between the different items 

Duration # of items  Reduce length of the survey 

 Split into multiple waves in a panel design 

 Consider to use a split questionnaire design with randomization 

Household  Move from household to person survey 
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Dimension Criterion Design options 

Database  Rely more heavily on processing and analysis afterwards 

 Perform checks at data collection web server 

 Further developments and testing is needed to evaluate the use and fill in of 

retro-data on usability and data quality. 

Complexity  Reduce number of complex questions  

 Inform respondents that using larger screens and quiet surroundings when 

filling in the questionnaire is advisable in the survey invitation/information 

materials Use contact modes that are compliant with access to appropriate 

response mode 

 Research possibilities to make the survey more enjoyable (to some extent) 

Enjoyment 

Relevance 

Burden 

 Make the survey attractive and appealing on a smartphone 

 Utilize proven design of existing apps and websites 

 Add value to the survey by afterwards feeding back information to the 

respondent 

 

6.4 Look ahead 

We like to propose two general topics for future discussion within the ESS: mobile device first questionnaire 

design and questionnaire length of ESS surveys. We view these topics as beyond the scope of the current WP, 

but they naturally arise from an assessment of fitness for mobile devices, in particular smartphones. 

We are advocates of a mobile device first questionnaire design, or, at the least, of a rigorous account of the 

mobile device option in questionnaire design. We have two main reasons for this. The first reason is that 

smartphones have become a dominant communication channel and cannot be ignored in design. The second 

reason is that issues with usability and comprehension on smartphones reveal the measurement error prone 

questions and question blocks. Such a viewpoint, however, has implications for ESS model questionnaires and 

ESS survey guidelines. Multi-device surveys introduce additional challenges for the questionnaire design.  

An obstacle that is often put forward to introduction of new devices is questionnaire length. As most ESS 

surveys are long and, consequently, demanding when filling in on a smartphone, it is imperative to prevent 

‘speed’ and ‘stimulate’ a relaxed manner leading to better quality and less measurement errors. A responsive 

design should facilitate the respondent filling in on a smartphone screen, however, most questions and answer 

texts are cognitively demanding due to their specific content or response task, as for example long reference 

periods. When reflecting on the fitness criteria and the experiences from the test interviews at CBS and SSB it 

is a harsh job to find a good modus in redesigning, i.e., responsive design and collecting valid and reliable data 

comparable over devices and modes (also interviewer based). This leads to a question for future discussion: Is 

it feasible to find possibilities to shorten/redesigning a ESS model questionnaire making it user friendly to fill 

in on a smartphone?  

We recommend that these topics are addressed in both general discussion on ESS procedures and in specific 

working groups for ESS surveys. 
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